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TUTORIAL ABSTRACT 
As embedded systems are becoming the center of our digital life, 
system design becomes progressively harder. The integration of 
multiple features on devices with limited resources requires careful 
and exhaustive exploration of the design search space in order to 
efficiently map modern applications to an embedded multi-
processor platform. The MNEMEE project [1] addresses this 
challenge by offering a unique integrated tool flow that performs 
source-to-source transformations to automatically optimize the 
original source code and map it on the target platform. The 
optimizations aim at reducing the number of memory accesses and 
the required memory storage of both dynamically and statically 
allocated data. Furthermore, the MNEMEE tool flow performs 
optimal assignment of all data on the memory hierarchy of the 
target platform. Overall, the MNEMEE techniques embedded in it 
will lead to more cost efficient systems that offer a better 
performance and lower energy consumption. 

This tutorial gives an overview of the MNEMEE tool flow. The 
objective of the tutorial is to familiarize the audience with the tool 
framework and the optimizations used in the individual tools. The 
tutorial also features a demonstration of the tool flow. This 
demonstration shows that the tools developed in the MNEMEE 
project provide a user-friendly and efficient framework for 
MPSoC programming and memory management.   

Categories & Subject Descriptors:  C.3 [Special-
Purpose and Application-Based Systems]: [Real-time and 
embedded systems, Signal processing systems]  

General Terms: Design, Performance, Experimentation. 

Keywords: MPSoc Design, Embedded software, Memory 
Management, Automatic Parallelization 

MNEMEE Toolflow 
The MNEMEE tool flow provides a completely automated 
trajectory to map sequential applications onto a MPSoC while 
exploiting its memory hierarchy. 

 

Figure 1. MNEMEE Toolflow 

Figure 1 demonstrates the MNEMEE tool flow. The input of the 
tool flow is sequential source code written in C. The output of the 
flow is parallelized source code that is optimized for the target 
MPSoC and its memory hierarchy. The first step optimizes 
dynamically allocated data structures by changing their 
implementation [2]. It is followed by Step 2 which identifies any 
potential parallelization in the source code and implements it by 
breaking the code into several parallel tasks [3]. The statically 
allocated arrays are optimized and allocated in the memory 
hierarchy in step 3 [4]. Since the parallelization of the original 
source code has already taken place, the tool can map the statically 
allocated data structures efficiently onto the memory hierarchy, as 
their size and behavior is known. The dynamically allocated data 
structures are handled in the next step, and mapped onto the 
memory hierarchy [4]. Step 5 maps the parallelized application 
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onto the processors and memories. The MNEMEE tool flow offers 
two alternatives mapping techniques. The first technique called 
scenario-aware mapping [5], tries to exploit the dynamic behavior 
of an application in order to save resources. The second technique, 
called memory-aware mapping, focuses on finding a mapping that 
minimizes the energy consumption of the memory subsystem. 
Finally, step 6 further optimizes the scratchpad allocation of each 
processor in the target platform. The final parallelized application 
is a set of parallel C source files that collectively represents the 
same functionality of the sequential input version.  

To combine the large number of required processing steps into a 
single tool flow, the MACC framework for source level 
optimization development has been used. This framework exploits 
the abstract syntax tree code representation provided by the ICD-C 
compiler development framework. MACC provides a common 
platform model along with a well defined interface for integration 
of analysis and optimization tools. Furthermore, a graphical user 
interface is provided to enhance the usability of the tool flow. 

Tutorial Description 
This tutorial will focus on the design challenges that exist in the 
field of MPSoC system design. It will discuss the optimizations 
and analysis a system designer needs to perform for an effective 
and intelligent mapping of multimedia and communication 
application on an MPSoC platform. The speakers will present the 
various design level optimizations and the systematic methodology 
that were developed in the MNEMEE project. They will also 
discuss the set of integrated system level tools that implement 
these optimization techniques and methodologies. These tools 
provide an easy-to-use approach for embedded designers to map 
and optimize embedded applications for MPSoC platforms. The 
speakers will also show initial results that demonstrate the benefits 
of the MNEMEE tools and methodologies. 
 
The tutorial will consist of the following sessions: 
•  Introduction to MPSoC design and the MACC framework 
•  Automatic application parallelization techniques for MPSoCs 
• Static and dynamic memory optimization methodologies for 
MPSoCs 
•  Methodologies to map applications onto MPSoCs 
•  Structured methodologies to integrate different optimization and 
analysis tools for MPSoC system design in a single framework 
•  A live demonstration of the MNEMEE tool 
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