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ABSTRACT
The design of next-generation systems running streaming
applications is becoming extremely challenging as these sys-
tems are executing many real-time applications concurrently.
To address this design challenge, predictable multi-processor
systems-on-chip platforms and accompanying model-based
design approaches are being developed. This tutorial presents
an overview of future platforms and design approaches needed
to design next-generation embedded systems for real-time
streaming applications. During the hands-on session the
participants apply this theory to a practical example.

Categories and Subject Descriptors
C.3 [Special-Purpose and Application-Based Systems]:
Real-time and embedded systems,Signal processing systems

General Terms
Design, Performance, Reliability

Keywords
MPSoC, Composability, Predictability, Dataflow

1. INTRODUCTION
Novel embedded systems, such as smart phones, have to

execute multiple streaming applications concurrently. A
user may, for example, use a mobile phone to watch a video
that is being decoded using an MPEG-4 decoder while an
MP3 decoder is used to decode the accompanying audio.
The applications may use an Internet connection that re-
quires a software-defined radio protocol to download the re-
quired bit streams. The user expects that these applica-
tions have a robust behavior and that their performance is
guaranteed. At the same time, the resource usage of these
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applications should be kept as small as possible in order to
reduce cost both in terms of area and energy.

In the architecture domain there is a clear trend to use het-
erogeneous multi-processor systems-on-chip (MPSoCs) to
meet the requirements of next-generation real-time stream-
ing systems at an affordable area and energy cost. Design-
ing these systems is a very challenging task, especially since
the interactions between all hardware and software com-
ponents need to be considered to provide timing guaran-
tees. Predictable MPSoC platforms in combination with a
model-based design approach based on the dataflow model-
of-computation have emerged as a promising solution to ad-
dress this design challenge. This tutorial presents a com-
plete overview of the dataflow model-of-computation, a pre-
dictable MPSoC platform, and the model-based design ap-
proaches needed to design next-generation embedded sys-
tems for real-time streaming applications. The tutorial in-
cludes a hands-on session in which the participants apply
this theory to a practical example.

2. OVERVIEW OF THE TUTORIAL
The tutorial focuses on the challenges involved in the de-

sign of systems that provide timing guarantees to streaming
applications. It first discusses how modern streaming ap-
plications can be modeled and analyzed using the dataflow
model-of-computation [7]. This process is illustrated using
a state-of-the-art software-defined radio (SDR) application
from industry [4]. Next, the tutorial shifts attention to the
MPSoC platform. The speakers explain the design alterna-
tives to consider in the development of a hardware platform
that is to provide timing guarantees to streaming applica-
tions. The predictable and composable MPSoC (CoMPSoC)
platform [2] from TU Eindhoven and the precision-timed
(PRET) [3] architecture from UC Berkeley are used to show
the audience practical example platforms that provide these
timing guarantees. To successfully build a system, appli-
cations need to be mapped to these platforms under given
timing constraints. The speakers first give an overview of
existing timing-analysis techniques for dataflow graphs [1].
These techniques can be applied to applications modeled
with a dataflow graph. The speakers further explain how
hardware archictures and mapping decisions can be modeled
in dataflow graphs and how, using the same timing-analysis
techniques, the timing behavior of the mapped application
can then be verified. These ingredients constitute a model-



based design-flow that maps a timing-constrained applica-
tion, expressed as a dataflow graph, onto an MPSoC [6]. The
participants will experience such a mapping flow through a
hands-on session within the tutorial. In this hands-on ses-
sion, the participants use a state-of-the-art dataflow analysis
and mapping tool [5] to experiment with all material taught
in the tutorial. The tutorial concludes with a demonstration
that shows a complete design flow, mapping the software-
defined radio application introduced at the beginning of the
tutorial onto the presented CoMPSoC platform.

The tutorial consists of the following sessions:

• (15 min.) Introduction to MPSoC design.

• (45 min.) Modeling and analyzing dynamic applica-
tions using the dataflow model-of-computation.

• (45 min.) Predictable MPSoC architectures.

• (30 min.) Automatic application mapping to predic-
table MPSoCs.

• (60 min.) Hands-on session using the SDF3 dataflow
analysis and mapping tool set.

• (15 min.) Demonstration in which a SDR application
is mapped and executed on the predictable CoMPSoC
platform.
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