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An array with MEMS microphones can distinguish individual

noise sources in an environment through spatial filtering. Its ef-

fectiveness depends on the variations in microphone sensitivity and

phase. Quantification of these variations is valuable, because it en-

ables assessment and optimization of array performance. This is

particularly important if the measurements are to be used for en-

forcement of noise regulations.

Nominal microphone sensitivity and phase are manufacturer-

specified, but the distribution (histogram) around these values is

not. Hence, this work demonstrates a free-field comparison method

for measuring these variations in a batch of arrays. We also pro-

vide the histograms at 1 kHz for a sample population of 8384

Knowles SPH0641LM4H-1 MEMS microphones (131 arrays of 64

microphones). The histograms follow t-distributions, resulting in

95% confidence intervals of ±0.39dB for sensitivity and ±0.82◦

for phase. Finally, we illustrate that delay-and-sum beamforming

with these microphones results in a Gumbel-distributed gain with

−0.13/+0.10dB 95% confidence interval.

Index Terms— Microphone arrays, Calibration, Array signal pro-

cessing

1. INTRODUCTION

Excessive noise is harmful for human health and can disturb sleep

and cause psychophysiological and cardiovascular effects [1]. Ac-

cording to the World Health Organization, one in five Europeans is

regularly exposed to sound levels at night that could significantly

damage health [1]. To this end, governments limit noise pollution

through noise regulations [2].

Enforcement of these regulations requires reliable acoustic mea-

surements. These are usually recorded using sound pressure level

(SPL) meters whose requirements are defined in the International

Electrotechnical Commission (IEC) 61672 standard [3].

However, SPL meters cannot separate the contribution of each

individual source to the overall SPL which is desirable when there

are multiple noise sources in an environment. In contrast, arrays

of multiple microphones in combination with spatial filtering algo-

rithms such as beamforming [4, 5] are specifically tailored for this

task. Such arrays are commercially available (e.g. from Sorama,

Fluke, Norsonic, gfai tech, CAE systems, FLIR Systems) and typi-

cally have 32–128 microphones, with Sorama holding the Guinness

world record for the largest microphone array consisting of 4096 mi-

crophones [6].

Array processing fuses the measurements of many microphones.

Hence, its effectiveness depends on the variations in microphone
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sensitivity and phase [7] that occur due to the microphones’ fab-

rication process [8]. Information about the extent of these micro-

phone variations is valuable, because it enables quantification of the

array performance, e.g. localization and SPL measurement uncer-

tainty. This is particularly important if the measurements have legal

implications. Also, if the distribution of the variations is known,

the processing algorithm can be tuned to achieve better performance

(e.g. minimum variance beamforming [4, Sec. IV]).

While SPL meters typically rely on analog condenser micro-

phones due to their precision, stability and reliability [9], digital

microphones based on micro-electro-mechanical systems (MEMS)

technology [10] are more suitable for application in arrays, due to

their significantly lower cost and small surface-mounted footprint

which allows for robotized assembly of the microphones on printed

circuit boards (PCBs). A MEMS microphone manufacturer com-

monly specifies a sensitivity tolerance at 1 kHz (typ. ±1dB [11]),

and less commonly a phase tolerance at 1 kHz (typ. ±10◦ [12]) and

sensitivity tolerance for other frequencies (typ. up to ±3dB [13, Fig.

5]). However, the distributions (histograms) of the variations are un-

commonly specified.

Hence, this work demonstrates a free-field comparison method

for measuring the sensitivity and phase distributions of a batch of

MEMS microphone arrays (Sec. 2). This method is of interest to

people who want to determine microphone attributes not specified

by their supplier. We also provide the sensitivity and phase offsets

at a frequency of 1 kHz for a sample population of 8384 MEMS mi-

crophones (131 arrays of 64 microphones) (Sec. 3). These empirical

results are of interest to people who want to quantify (or optimize)

performance of their array processing algorithms. In Sec. 4 we illus-

trate this on a delay-and-sum beamforming algorithm. Finally, we

conclude this work in Sec. 5. In the spirit of open science, the data

and scripts necessary to reproduce this work are provided online1.

2. MEASUREMENT METHOD

2.1. Measurement procedure

To determine the sensitivity and phase of the microphones, we used

a free-field comparison method. Two arrays are placed in a measure-

ment setup (Fig. 1) at 1 m distance from an acoustic source such that

their microphones form adjacent pairs which approximately mea-

sure the same physical quantity, since the spacing between them

(1.25±0.75mm) is small compared to the wavelength (34 cm for

1 kHz) and local extrema in the acoustic field due to standing waves

are inhibited by absorption materials on the walls of the room (free-

field condition). By comparing the measurements of each micro-

phone pair, their differential sensitivity and phase can be determined.

1https://github.com/DutchRPW/ICASSP2021-microphone-calibration
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Fig. 1: Our measurement setup. The colored circles mark a pair of

adjacent microphones (device under test, reference). The acoustic

ports of the omnidirectional microphones are located on the bottom

of the microphone packages, between the PCBs.

The key property of this method is that the differentials are insen-

sitive to changes in the sound pressure level common to the pair of

microphones. This greatly relaxes the constraints on temporal sta-

bility and spatial uniformity of the acoustic field. The price to pay

for this is that the absolute sensitivity and phase are difficult to de-

termine in this way. We deem this an acceptable trade-off, since the

sensitivity and phase distributions can still be completely determined

by augmenting our method with the nominal values available from

the manufacturer’s specification.

To be able to recover the sensitivity and phase deviations of the

two microphones from their single differential, we fixed one of the

two arrays in the setup – the reference – while the other one was

swapped after each measurement – the device under test (DUT).

Since the properties of the microphone are deemed to remain sta-

ble over the duration of the measurement session, the sensitivity and

phase of each reference microphone were recovered by computing

the median of its differentials over the batch of DUTs. Then, the

properties of each DUT microphone followed simply by subtracting

the reference values from its differential.

Hence, this method has the advantage of not requiring access to

a plurality of calibrated laboratory-grade reference microphones, as

long as the batch is sufficiently large.

2.2. Equipment

The experiments were performed over a period of two days in the

pseudo-anechoic room of Sorama’s acoustic laboratory in Eind-

hoven, The Netherlands. The room is not fully anechoic, but the

walls and ceiling are covered with sound absorbing materials which

reduce environmental noise as well as reflections inside the room.

For the microphone arrays, we used 156 bare Sorama CAM64

[14] array PCBs. One was randomly selected as the reference and the

remaining 155 were used as DUTs. Each array contains 64 Knowles

SPH0641LM4H-1 (Morello) bottom-port MEMS microphones [11]

in a uniform 8×8 grid with 2 cm spacing. The PCBs contain cut-out

slots between the microphones to make them as acoustically trans-

parent as possible. A custom holder was 3D-printed to fix the spac-

ing between the DUT and the reference.

For the acoustic source, an Ultimate Ears MEGABOOM blue-

tooth speaker was placed at 1 m distance from the DUT. The speaker

was playing back a 1 kHz sine wave at 68±9dB(SPL) (averaged

over the DUT and reference arrays). Our results do not criti-

cally depend on this SPL, since it was well above the noise floor

(≤ 32dB(SPL)) but below the acoustic overload point of the micro-

phones (120dB(SPL)).

Two Sorama DMAIO 64-channel Ethernet I/O interfaces were

used to acquire 10 seconds of audio with 46875 Hz sample rate for

resp. the DUT and the reference array. The boards were synchro-

nized up to 1 µs using the IEEE 1588 precision time protocol [15].

2.3. Data processing

Of the 155 recordings, 24 were discarded because they did not con-

tain a usable signal due to issues with a connector and the acoustic

source. The remaining recordings were processed with a discrete

Fourier transform (DFT) with amplitude-corrected flat top window

[16, Pg. 19], after which the 1 kHz frequency bin was extracted for

each microphone channel. Dividing the complex number of each

DUT microphone by its corresponding reference resulted in 131×64

complex differential pairs, of which the magnitude (in decibel) cor-

responded to differential sensitivity and the argument (in degrees),

corresponded to differential phase. Finally, the DUTs’ sensitivity

and phase offsets from nominal were recovered from the differentials

by – separately for each of the two measurement days – subtracting

resp. the median sensitivity and phase over all the recordings for that

reference microphone. We have visualized the resulting dataset in

Fig. 2a–b.

2.4. Related work

Industry standard calibration methods are prescribed by IEC 60942

[17] and IEC 61094 [18]. At 1 kHz, an accuracy of about ±0.1dB

(95% confidence interval) for sensitivity [19, Tbl. 1–4] and ±0.02◦

(95% confidence interval) for phase [19, Tbl. 5] is achievable. How-

ever, since these methods are designed for condenser microphones,

modifications are required for application on MEMS microphones

due to their different form factor. Such modifications are reported

by Prato et al. [20], who adapted the IEC 61094-5 free-field com-

parison method (±0.37dB at 1 kHz, 95% confidence interval), and

by Wagner and Fick [21], who adapted the IEC 61094-2 pressure

reciprocity technique (±0.12dB at 1 kHz, 95% confidence interval).

Also, Zuckerwar et al. [22] report a substitution method for frequen-

cies up to 80 kHz with uncertainty of ±0.41dB (68% confidence

interval). While their reported accuracies for sensitivity are inspir-

ing, they do not report results on phase. Also, their work does not

teach how to generalize to calibration of arrays.

Havránek et al. [23] do present a free-field comparison method

for calibrating array sensitivity and phase. However, while their

measurement setup is similar to ours, their work focuses on the de-

sign of an acoustical source with predictable geometric field.

The focus of all above work is on calibration of specific sample

devices, while ours is on determining the distributions of a batch of

devices around the nominal sensitivity and phase. Hence, we can

relax many constraints related to the reference microphones.

3. SENSITIVITY AND PHASE DISTRIBUTIONS

To recover the sensitivity and phase distributions, we aggregated the

dataset (as visualized in Fig. 2a–b) into two histograms (Fig. 2c–d).

The histograms closely follow a t-distribution:
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where Γ(·) is the gamma function and µ , σ and ν are parameters.

The maximum-likelihood fits are also shown in Fig. 2c–d, from
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(a) Sensitivity offsets for all devices under test.

20 40 60 80 100 120

Device under test

8

16

24

32

40

48

56

64

M
ic

ro
p
h
o
n
e

-5

-4

-3

-2

-1

0

1

2

3

4

5

P
h
as

e 
o
ff

se
t 

fr
o
m

 n
o
m

in
al

 [
°]

(b) Phase offsets for all devices under test.
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(c) Distribution of sensitivity offset. Histogram bin width is 0.05dB.

The parameter values of the maximum-likelihood t-distribution fit

are also shown, with 95% confidence intervals between parentheses.
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(d) Distribution of phase offset. Histogram bin width is 0.1◦. The pa-

rameter values of the maximum-likelihood t-distribution fit are also

shown, with 95% confidence intervals between parentheses.

Fig. 2: Distribution of sensitivity and phase.

which we infer 95% confidence intervals of ±0.39dB for sensitiv-

ity and ±0.82◦ for phase. The largest absolute offsets in the sample

population are 1.68dB for sensitivity and 5.00◦ for phase.

Because the maximum-likelihood values of ν are rather small,

the t-distribution provides a better fit than the normal distribution

(which is equal to a t-distribution with ν → ∞). Nonetheless, the

t-distribution should still be considered an approximation for the un-

derlying physics of the microphone. Hence, we report non-integer

values for ν [24].

By comparing the sensitivity results with the manufacturer’s spec-

ification of ±1.00dB (100% tested) [11], we make two observations.

Firstly, due to the fat tail of the t-distribution, the specification

is necessarily conservative to retain good production yields, i.e. the

vast majority of the microphones fall inside the manufacturer’s spec-

ification by a large margin.

Secondly, of the 8384 measurements, ten data points fall outside

the specification. This indicates that above distributions are likely

over-estimated due to the tolerances in our measurement setup. For

example, the ±0.75mm tolerance in the spacing between the arrays

causes a sensitivity variation of ±0.07dB due to the inverse square

law, and a phase variation of ±0.79◦due to propagation delay. These

variations appear as vertical streaks in Fig. 2a–b.

Nonetheless, our ±0.39dB confidence interval of the spread of

an uncalibrated MEMS microphone is in the same range as the

±0.12–0.82dB 95% confidence intervals of the calibration methods

from the literature as discussed in Sec. 2.4. This suggests that, while

calibration of MEMS microphones is useful for identifying system-

atic offsets from the manufacturer’s nominal sensitivity, it has lim-

ited benefits for reducing random variations in the frequency range

around 1 kHz.

4. APPLICATION: ARRAY PERFORMANCE

To assess performance of an array’s microphones working in unison,

we consider the delay-and-sum beamforming algorithm. A beam-

former combines the signals of all microphones in the array so that
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Fig. 3: Distribution of beamformer gain.

contributions from sources at particular angles experience construc-

tive interference while others experience destructive interference.

For a far-field source located on the broadside (i.e. perpendicular

to the array), the gain of the delay-and-sum beamformer is given by:

G = 20log10
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where G [dB] is the gain of the beamformer, N = 64 is the number of

microphones, wn is the nth complex steering coefficient and gn is the

complex gain of the nth microphone. The sensitivity and phase off-

sets sn [dB] and ϕn [
◦] correspond to Fig. 2. When the beamformer

is looking into the same direction as above source, all wn = 1. In

that case the nominal output of the beamformer is unity, which cor-

responds to G = 0dB.

Firstly, we compute the distribution of G which would arise if

the microphone offsets would be independently and identically dis-

tributed according to the maximum-likelihood t-distributions found

in Sec. 3. The resulting distribution does not have a convenient math-

ematical form, but it can be closely approximated by a normal dis-

tribution:

p(G) =
1

σ
√

2π
exp

(

−(G−µ)2

2σ2

)

, (4)

where µ and σ are parameters. The result is shown in Fig. 3a. The

corresponding 95% confidence interval is ±0.05dB.

Secondly, we compute a histogram of 131 beamformer gains cor-

responding to the measured arrays. We do this to assess possible

intra-array correlations. This histogram closely follows a Gumbel

distribution:

p(G) = σ−1 exp

(

G−µ

σ

)

exp

(

−exp

(

G−µ

σ

))

, (5)

where µ and σ are parameters. The histogram and the fit are shown

in Fig. 3b. The corresponding (asymmetric) 95% confidence inter-

val is −0.13/+0.10dB. The largest absolute offset in the sample

population is 0.17dB.

The discrepancy between both approaches shows that the mea-

sured offsets are slightly correlated within each array. Since this

correlation is also clearly visible as vertical lines in Fig. 2a–b, we

assess limitations of the measurement setup are a likely contributor,

as previously discussed in Sec. 3.

5. CONCLUSION

We have demonstrated a free-field comparison method for measur-

ing the sensitivity and phase deviations of a batch of MEMS micro-

phone arrays. While the method has some limitations with respect to

determination of absolute microphone parameters and measurement

uncertainty, we have successfully applied it to show that the micro-

phone deviations at 1 kHz can be modeled with t-distributions. The

spread in sensitivity of the population of uncalibrated microphones

is comparable with the uncertainty of a calibrated microphone as re-

ported in the literature.

Using delay-and-sum beamforming, we also illustrated that array

processing can further reduce this spread. The reduction is limited

by intra-array correlations, although we assess that limitations of the

measurement method are a likely contributor for these correlations.

Future work includes generalization to other frequencies in the

audible and ultrasonic range, as well as assessment of long-term sta-

bility of the microphone parameters due to environmental influences.
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