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ABSTRACT
Hybrid storage systems (HSS) use multiple different storage devices
to provide high and scalable storage capacity at high performance.
Data placement across different devices is critical to maximize the
benefits of such a hybrid system. Recent research proposes various
techniques that aim to accurately identify performance-critical data
to place it in a “best-fit” storage device. Unfortunately, most of these
techniques are rigid, which (1) limits their adaptivity to performwell
for a wide range of workloads and storage device configurations,
and (2) makes it difficult for designers to extend these techniques
to different storage system configurations (e.g., with a different
number or different types of storage devices) than the configuration
they are designed for. Our goal is to design a new data placement
technique for hybrid storage systems that overcomes these issues
and provides: (1) adaptivity, by continuously learning from and
adapting to the workload and the storage device characteristics,
and (2) easy extensibility to a wide range of workloads and HSS
configurations.

We introduce Sibyl, the first technique that uses reinforcement
learning for data placement in hybrid storage systems. Sibyl ob-
serves different features of the running workload as well as the
storage devices to make system-aware data placement decisions.
For every decision it makes, Sibyl receives a reward from the sys-
tem that it uses to evaluate the long-term performance impact of
its decision and continuously optimizes its data placement policy
online.

We implement Sibyl on real systems with various HSS config-
urations, including dual- and tri-hybrid storage systems, and ex-
tensively compare it against four previously proposed data place-
ment techniques (both heuristic- and machine learning-based)
over a wide range of workloads. Our results show that Sibyl pro-
vides 21.6%/19.9% performance improvement in a performance-
oriented/cost-oriented HSS configuration compared to the best
previous data placement technique. Our evaluation using an HSS
configuration with three different storage devices shows that Sibyl
outperforms the state-of-the-art data placement policy by 23.9%-
48.2%, while significantly reducing the system architect’s burden

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ISCA ’22, June 18–22, 2022, New York, NY, USA
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8610-4/22/06. . . $15.00
https://doi.org/10.1145/3470496.3527442

in designing a data placement mechanism that can simultaneously
incorporate three storage devices. We show that Sibyl achieves 80%
of the performance of an oracle policy that has complete knowl-
edge of future access patterns while incurring a verymodest storage
overhead of only 124.4 KiB.
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1 INTRODUCTION
Hybrid storage systems (HSS) take advantage of both fast-yet-small
storage devices and large-yet-slow storage devices to deliver high
storage capacity at low latency [1–48]. The key challenge in design-
ing a high-performance and cost-effective hybrid storage system
is to accurately identify the performance-criticality of application
data and place data in the “best-fit” storage device [22].

Past works [49–73] propose many different data placement tech-
niques to improve the performance of an HSS. We identify two
major shortcomings of prior proposals that significantly limit their
performance: lack of (1) adaptivity to workload changes and the
storage device characteristics, and (2) extensibility.
(1a) Lack of adaptivity to workload changes. To guide data
placement, past techniques consider only a limited number of work-
load characteristics [49–57, 74, 75]. Designers statically tune the
parameters values for all considered workloads at design time based
on empirical analysis and designer experience, and expect those
statically-fixed values to be equally effective for a wide range of
dynamic workload demands and system configurations seen in
the real world. As a result, such data placement techniques cannot
easily adapt to a wide range of dynamic workload demands and
significantly underperform when compared to an oracle technique
that has complete knowledge of future storage access patterns (up
to 41.1% lower performance, ref. §3).
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(1b) Lack of adaptivity to changes in device types and config-
urations.Most prior HSS data placement techniques (e.g., [49–59])
do not adapt well to changes in the underlying storage device char-
acteristics (e.g., changes in the level of asymmetry in the read/write
latencies, or the number and types of storage devices). As a re-
sult, existing techniques cannot effectively take into account the
cost of data movement between storage devices while making data
placement decisions. This lack of adaptivity leads to highly ineffi-
cient data placement policies, especially in HSSs with significantly-
different device access latencies than what prior techniques were
designed for (as shown in §3).
(2) Lack of extensibility. A large number of prior data placement
techniques (e.g., [49–51, 53–57]) are typically designed for an HSS
that consists of only two storage devices. As modern HSSs already
incorporate more than two types of storage devices [49, 59, 76],
system architects need to put significant effort into extending prior
techniques to accommodate more than two devices. We observe
that a state-of-the-art heuristic-based data placement technique
optimized for an HSS with two storage devices [76] often leads to
suboptimal performance in an HSS with three storage devices (up
to 48.2% lower performance, ref. §8.7).

Our goal is to develop a new, efficient, and high-performance
data placement mechanism for hybrid storage systems that pro-
vides (1) adaptivity, by continuously learning from and adapting
to the workload and storage device characteristics, and (2) easy
extensibility to a wide range of workloads and HSS configurations.

Key ideas. To this end, we propose Sibyl, a reinforcement
learning-based data placement technique for hybrid storage sys-
tems.1 Reinforcement learning (RL) [78] is a goal-oriented decision-
making process in which an autonomous agent learns to take opti-
mal actions that maximize a reward function by interacting with an
environment. The key idea of Sibyl is to design the data placement
module in hybrid storage systems as a reinforcement learning agent
that autonomously learns and adapts to the best-fit data placement
policy for the running workload and the current hybrid storage
system configuration. For every storage page access, Sibyl observes
different features from the running workload and the underlying
storage system (e.g., access count of the current request, remain-
ing capacity in the fast storage, etc.). It uses the features as state
information to take a data placement action (i.e., which device
to place the page into). For every action, Sibyl receives a delayed
reward from the system in terms of per-request latency. This re-
ward encapsulates the internal device characteristics of an HSS
(such as read/write latencies, latency of garbage collection, queu-
ing delays, error handling latencies, and write buffer state). Sibyl
uses this reward to estimate the long-term impact of its action (i.e.,
data placement decision) on the overall application performance
and continuously optimizes its data placement policy online to
maximize the long-term benefit (i.e., reward) of its actions.

Benefits. Formulating the data placement module as an RL agent
enables a human designer to specify only what performance objec-
tive the data placement module should target, rather than designing
and implementing a new data placement policy that requires ex-
plicit specification of how to achieve the performance objective.

1In Greek mythology, Sibyl is an oracle who makes accurate prophecies [77].

The use of RL not only enables the data placement module to au-
tonomously learn the “best-fit” data placement strategy for a wide
range of workloads and hybrid storage system configurations but
also significantly reduces the burden of a human designer in finding
a good data placement policy.

Challenges.While RL provides a promising alternative to exist-
ing data placement techniques, we identify two main challenges in
applying RL to data placement in an HSS.
(1) Problem formulation. The RL agent’s effectiveness depends
on how the data placement problem is cast as a reinforcement
learning-based task. Two key issues arise when formulating HSS
data placement as an RL problem: (1) taking into account the latency
asymmetry within and across storage devices, and (2) deciding
which actions to reward and penalize (also known as the credit
assignment problem [79]). First, we need to make the agent aware
of the asymmetry in read and write latencies of each storage device
and the differences in latencies across multiple storage devices. Real-
world storage devices could have dynamic latency variations due
to their complex hardware and software components (e.g., internal
caching, garbage collection, error handling, multi-level cell reading,
etc.) [80–87]. Second, if the fast storage is running out of free space,
there might be evictions in the background from the fast storage
to the slow storage. As a result, when we reward the agent, not
only there is a variable and delayed reward, but it is also hard to
properly assign credit or blame to different decisions.
(2) Implementation overhead. A workload could have hundreds
of thousands of pages of storage data, making it challenging to effi-
ciently handle the large data footprint with a low design overhead
for the learning agent.

To address the first challenge, we use two main techniques. First,
we design a reward structure in terms of request latency, which al-
lows Sibyl to learn the workload and storage device characteristics
when continuously and frequently interacting with a hybrid storage
system. We add a negative penalty to the reward structure in case of
eviction, which helps with handling the credit assignment problem
and encourages the agent to place only performance-critical pages
in the fast storage. Second, we perform thorough hyper-parameter
tuning to find parameter values that work well for a wide variety of
workloads. To address the second challenge, we use two main tech-
niques. First, we divide states into a small number of bins that reduce
the state space, which directly affects the implementation overhead.
Second, instead of adopting a traditional table-based RL approach
(e.g., [88, 89]) to store the agent’s state-action information (collected
by interacting with an HSS), which can easily introduce significant
performance overheads in the presence of a large state/action space,
we use a simple feed-forward neural network [90] with only two
hidden layers of 20 and 30 nodes, respectively.

Key results. We evaluate Sibyl using two different dual-HSS
configurations and two different tri-HSS configurations. We use
fourteen diverse storage traces fromMicrosoft Research Cambridge
(MSRC) [91] collected on real enterprise servers. We evaluate Sibyl
on workloads from FileBench [92] on which it has never been
trained. We compare Sibyl to four state-of-the-art data placement
techniques. We demonstrate four key results. First, Sibyl provides
21.6%/19.9% performance improvement in a performance-oriented/
cost-oriented HSS configuration compared to the best previous
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data placement technique. Second, Sibyl outperforms the best-
performing supervised learning-based technique on workloads it
has never been trained on by 46.1% and 54.6%, on average, in
performance-oriented and cost-oriented HSS configurations, res-
pectively. Third, Sibyl provides 23.9%-48.2% higher performance in
tri-hybrid storage systems than a state-of-the-art heuristic-based
data placement technique demonstrating that Sibyl is easily exten-
sible and alleviates the designer’s burden in finding sophisticated
data placement mechanisms for new and complex HSS configura-
tions. Fourth, Sibyl’s performance benefits come with a low storage
implementation overhead of only 124.4 KiB.
This work makes the followingmajor contributions:
• We show on real hybrid storage systems (HSSs) that prior state-
of-the-art HSS data placement mechanisms fall short of the oracle
placement due to: lack of (1) adaptivity to workload changes and
storage device characteristics, and (2) extensibility.
• We propose Sibyl, a new self-optimizing mechanism that uses re-
inforcement learning to make data placement decisions in hybrid
storage systems. Sibyl dynamically learns, using both multiple
workload features and system-level feedback information, how
to continuously adapt its policy to improve its long-term perfor-
mance for a workload.
• We conduct an in-depth evaluation of Sibyl on real systems with
various HSS configurations, showing that it outperforms four
state-of-the-art techniques over a wide variety of applications
with a low implementation overhead.
• We provide an in-depth explanation of Sibyl’s actions that show
that Sibyl performs dynamic data placement decisions by learning
changes in the level of asymmetry in the read/write latencies and
the number and types of storage devices.
• We freely open-source Sibyl to aid future research in data place-
ment for storage systems [93].

2 BACKGROUND
2.1 Hybrid Storage Systems (HSSs)
Figure 1 depicts a typical HSS consisting of a fast-yet-small stor-
age device (e.g., [94, 95]) and a large-yet-slow storage device (e.g.,
[96–99]). Traditional hybrid storage systems [51, 100, 101] were
designed with a smaller NAND flash-based SSD and a larger HDD.
Nowadays, hybrid storage systems come with emerging NVM de-
vices (e.g., [102–105]) coupled with slower high-density NAND
flash devices [49, 106–108]. The storage management layer can be
implemented either as system software running on the host system
or as the firmware of a hybrid storage device (e.g., flash translation
layer (FTL) in flash-based SSDs [84, 109]), depending on the config-
uration of the HSS. In this work, we demonstrate and implement
our ideas in the storage management layer of the operating system
(OS), but they can be easily implemented in firmware as well. The
storage management layer in the OS orchestrates host I/O requests
across heterogeneous devices, which are connected via an NVM
Express (NVMe) [110] or SATA [111] interface. The storage man-
agement layer provides the operating system with a unified logical
address space (like the multiple device driver (md) kernel module in
Linux [112]). As illustrated in Figure 1, the unified logical address
space is divided into a number of logical pages (e.g., 4 KiB pages).
The pages in the logical address space are assigned to an application.
The storage management layer translates a read/write performed

on a logical page into a read/write operation on a target storage
device based on the data placement policy. In addition, the storage
management layer manages data migration between the storage
devices in an HSS. When data currently stored in the slow storage
device is moved to the fast storage device, it is called promotion.
Promotion is usually performed when a page in the slow storage
device is accessed frequently. Data is moved from the fast storage
device to the slow storage device during an eviction. Eviction typi-
cally occurs when the data in the fast storage device is infrequently
accessed or when the fast storage device becomes full.

Figure 1: Overview of a hybrid storage system
The performance of a hybrid storage system highly depends

on the ability of the storage management layer (Figure 1) to effec-
tively manage diverse devices and workloads [49, 59]. This diversity
presents a challenge for system architects when they design an
intelligent data placement policy. A desirable policy has to effec-
tively utilize the low latency characteristics of the fast device while
making optimal use of its small capacity and should provide easy
extensibility to a wide range of workloads and HSS configurations.

3 MOTIVATION
To assess the effectiveness of existing HSS data placement tech-
niques under diverse workloads and hybrid storage configura-
tions, we evaluate state-of-the-art heuristic-based (CDE [49] and
HPS [113]) and supervised learning-based (Archivist [59]) tech-
niques.We also implement an RNN-based data placement technique
(RNN-HSS), adapted from hybrid main memory [58]. To evaluate
the effect of underlying storage device technologies, we use three
different storage devices: high-end (H) [94], middle-end (M) [96],
and low-end (L) [98], configured into two different hybrid storage
configurations: a performance-oriented HSS (H&M) and a cost-
oriented HSS (H&L). Table 3 provides details of our system and
devices. We restrict the fast storage capacity to 10% of the working
set size of a workload, which ensures eviction of data from fast
storage to slow storage when fast storage capacity is full.

CDE [49] allocates hot or random write requests in the faster
storage, whereas cold and sequential write requests are evicted
to the slower device. HPS [113] uses the access count of pages
to periodically migrate cold pages to the slower storage device.
Archivist [59] uses a neural network classifier to predict the target
device for data placement. RNN-HSS, adapted from [58], is a su-
pervised learning-based mechanism that exploits recurrent neural
networks (RNN) to predict the hotness of a page and place hot
pages in fast storage. We compare the above policies with three
extreme baselines: (1) Slow-Only, where all data resides in the slow
storage device (i.e., there is no fast storage device), (2) Fast-Only,
where all data resides in the fast storage device, and (3)Oracle [113],
which exploits complete knowledge of future I/O-access patterns to
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perform data placement and to select victim data blocks for eviction
from the fast device.

We identify two major shortcomings of the state-of-the-art base-
line data placement techniques: lack of (1) adaptivity to workload
changes and the storage device characteristics, and (2) extensibility.
(1a) Lack of adaptivity to workload changes. Figure 2 shows
the average request latency of all policies, normalized to Fast-Only,
under two different hybrid storage configurations. We make the
following three observations. First, all the baseline techniques are
only effective under specific workloads, showing significantly lower
performance than Oracle in most workloads. CDE, HPS, Archivist,
and RNN-HSS achieve comparable performance to Oracle for spe-
cific workloads (e.g., hm_1 for HPS in H&M, usr_0 for CDE in H&L,
hm_1 for Archivist in H&M, and RNN-HSS in proj_2 for CDE in
H&L ). Second, the baselines show a large average performance
loss of 41.1% (32.6%), 37.2% (55.5%), 39.7% (66.7%), and 34.4% (47.6%)
compared to Oracle’s performance, under the H&M (H&L) hybrid
storage configuration, respectively. Third, in H&M, the baseline
techniques provide a performance improvement of only 1.4%, 7.4%,
3.5%, and 11.3% compared to Slow-Only.
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(b) H&L HSS configuration
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Figure 2: Average request latency normalized to Fast-
Only policy

We conclude that all four baselines consider only a limited num-
ber of workload characteristics to construct a data placement tech-
nique, which leads to a significant performance gap compared to
the Oracle policy. Thus, there is no single policy that works well
for all the workloads.

To further analyze the characteristics of our evaluated workloads,
we plot the average hotness (y-axis) and randomness (x-axis) in
Figure 3. We provide details on these workloads in Table 4. In these
workload traces, each storage request is labeled with a timestamp
that indicates the time when the request was issued from the pro-
cessor core. Therefore, the time interval between two consecutive
I/O requests represents the time the core has spent computing. We
quantify a workload’s hotness (or coldness) using the average ac-
cess count, which is the average of the access counts of all pages in
a workload; the higher (lower) the average access count, the hotter
(colder) the workload. We quantify a workload’s randomness using
the average request size in the workload; the higher (lower) the
average request size, the more sequential (random) the workload.
From Figure 3, we make the following two observations. First, the
average hotness and randomness vary widely between workloads.
Second, we observe that each of our evaluated workloads exhibits
highly dynamic behavior throughout its execution. For example,
in Figure 4, we show the execution timeline of rsrch_0, which
depicts the accessed addresses and request sizes. We conclude that
an efficient policy needs to incorporate continuous adaptation to
highly dynamic changes in workload behavior.
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(1b) Lack of adaptivity to changes in device types and con-
figurations. There are a wide variety and number of storage de-
vices [49, 94–99, 102–108, 114–117] that can be used to configure
an HSS. The underlying storage technology used in an HSS signifi-
cantly influences the effectiveness of a data placement policy. We
demonstrate this with an example observation from Figure 2. In
the H&M configuration (Figure 2(a)), we observe that for certain
workloads (hm_1 and prn_1), both CDE and HPS provide rather
low performance even compared to Slow-Only. Similarly, Archivist
and RNN-HSS provide lower performance for hm_1 and proj_2
in H&M compared to Slow-Only. While in the H&L configuration
(Figure 2(b)), we observe thatCDE,HPS,Archivist, andRNN-HSS re-
sult in lower latency than Slow-Only for the respective workloads.
Thus, we conclude that both heuristic-based and learning-based
data placement policies lead to poor performance due to their in-
ability to holistically take into account the device characteristics.
The high diversity in device characteristics makes it very difficult
for a system architect to design a generic data-placement technique
that is suitable for all HSS configurations.
(2) Lack of extensibility. As modern HSSs already incorporate
more than two types of storage devices [1, 49, 59, 76], system ar-
chitects need to put significant effort into extending prior data
placement techniques to accommodate more than two devices. In
§8.7, we evaluate the effectiveness of a state-of-the-art heuristic-
based policy [76] for different tri-HSS configurations, comprising of
three different storage devices. This policy is based on the CDE [49]
policy that divides pages into hot, cold, and frozen data and allo-
cates these pages to H, M, and L devices, respectively. A system
architect needs to statically define the hotness values and explicitly
handle the eviction and promotion between the three devices dur-
ing design-time. Through our evaluation in §8.7, we conclude that
such a heuristic-based policy (1) lacks extensibility, thereby increas-
ing the system architect’s effort, and (2) leads to lower performance
when compared to an RL-based solution (up to 48.2% lower).

Our empirical study shows that the state-of-the-art heuristic-
and learning-based data placement techniques are rigid and
far from optimal, which strongly motivates us to develop a new
data placement technique to achieve significantly higher perfor-
mance than existing policies. The new technique should provide
(1) adaptivity to better capture the features and dynamic changes in
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I/O-access patterns and storage device characteristics, and (2) easy
extensibility to a wide range of workloads and HSS configurations.
Our goal is to develop such a technique using reinforcement learn-
ing.

4 REINFORCEMENT LEARNING
4.1 Background
Reinforcement learning (RL) [78] is a class of machine learning (ML)
algorithms that involve an agent learning to achieve an objective by
interacting with its environment, as shown in Figure 5. The agent
starts from an initial representation of its environment in the form
of an initial state2 𝑠0 ∈ 𝑆 , where 𝑆 is the set of all possible states.
Then, at each time step 𝑡 , the agent performs an action 𝑎𝑡 ∈𝐴 in state
𝑠𝑡 (𝐴 represents the set of possible actions) and moves to the next
state 𝑠𝑡+1. The agent receives a numerical reward 𝑟𝑡+1 ∈ 𝑅, which
could be immediate or delayed in time, for action 𝑎𝑡 that changes the
environment state from 𝑠𝑡 to 𝑠𝑡+1. The sequence of states and actions
starting from an initial state to the final state is called an episode.
The agent makes decisions and receives corresponding rewards
while trying to maximize the accumulated reward, as opposed to
maximizing the reward for only each action. In this way, the agent
can optimize for the long-term impact of its decisions.

Figure 5: Main components of general RL
The policy 𝜋 governs an agent’s action in a state. The agent’s

goal is to find the optimal policy that maximizes the cumulative
reward3 collected from the environment over time. The agent finds
an optimal policy 𝜋∗ by calculating the optimal action-value func-
tion (𝑄∗), also known as theQ-value of the state-action pair, where
𝑄 (𝑆,𝐴) represents the expected cumulative reward by taking an
action A in a given state S.

Traditional RL methods (e.g., [88, 89, 118–120]) use a tabular
approach with a lookup table to store the Q-values associated with
each state-action pair. These approaches can lead to high storage
and computation overhead for environments with a large number
of states and actions. To overcome this issue, value function approx-
imation was proposed. [121–124]. Value function approximation re-
places the lookup table with a supervised-learningmodel [121–126],
which provides the capability to generalize over a large number of
state-action pairs with a low storage and computation overhead.

4.2 Why Is RL a Good Fit for Data Placement in
Hybrid Storage Systems?

We choose RL for data placement in HSS due to the following advan-
tages compared to heuristic-based (e.g., [49, 113]) and supervised
learning-based (e.g., [59]) techniques.
(1) Adaptivity. As discussed in §1 and §3, a data placement tech-
nique should have the ability to adapt to changing workload de-
mands and underlying device characteristics. This adaptivity re-
quirement of data placement makes RL a good fit to model data
2State is a representation of an environment using different features.
3The total cumulative reward is also known as the return [78].

placement. The RL agent works autonomously in an HSS using
the provided state features and reward to make data placement
decisions without any human intervention.
(2) Online learning. Unlike an offline learning-based approach, an
RL agent uses an online learning approach. Online learning allows
an RL agent to continuously adapt its decision-making policy using
system-level feedback and specialize to the current workload and
system configuration.
(3) Extensibility. RL provides the ability to easily extend a mecha-
nism with a small effort required to implement the extension. As
shown in §8.7, unlike heuristic-based mechanisms, RL can be easily
extended to different types and number of storage devices. Such
extensibility reduces the system architect’s burden in designing
sophisticated data placement mechanisms.
(4) Design Ease.With RL, the designer of the HSS does not need
to specify a data placement policy. They need to specify what to
optimize (via reward function) but not how to optimize it.
(5) Implementation Ease. RL provides ease of implementation
that requires a small computation overhead. As shown in §8, func-
tion approximation-based RL techniques can generalize over all
the possible state-action pairs by using a simple feed-forward neu-
ral network to provide high performance at low implementation
overhead (compared to sophisticated RNN-based mechanisms).

5 SIBYL: RL FORMULATION
Figure 6 shows our formulation of data placement as an RL problem.
We design Sibyl as an RL agent that learns to perform accurate and
system-aware data placement decisions by interacting with the
hybrid storage system. With every storage request, Sibyl observes
multiple workload and system-level features as a state to make a
data placement decision. After every action, Sibyl receives a reward
in terms of the served request latency that takes into account the
data placement decision and internal storage system state. Sibyl’s
goal is to find an optimal data placement policy that maximizes
overall performance for the running workload and the current
system configuration. To reach its performance goal, Sibyl needs to
minimize the average request latency of the running workload by
maximizing the use of the fast storage device while avoiding the
eviction penalty due to non-performance critical pages.

Figure 6: Formulating data placement as an RL problem
Reward. After every data placement decision at time-step4 𝑡 , Sibyl
gets a reward from the environment at time-step 𝑡 + 1 that acts as a
feedback to Sibyl’s previous action. To achieve Sibyl’s performance
goal, we craft the reward function R as follows:

𝑅 =


1
𝐿𝑡

if no eviction of a page from the
fast storage to the slow storage

𝑚𝑎𝑥 (0, 1
𝐿𝑡
− 𝑅𝑝 ) in case of eviction

(1)

where 𝐿𝑡 and 𝑅𝑝 represent the last served request latency and
eviction penalty, respectively. If the fast storage is running out of
free space, there might be evictions in the background from the fast
4In HSS, a time-step is defined as a new storage request.
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storage to the slow storage. Therefore, we add an eviction penalty
(𝑅𝑝 ) to guide Sibyl to place only performance-critical pages in the
fast storage. We empirically select 𝑅𝑝 to be equal to 0.001×𝐿𝑒 (𝐿𝑒
is the time spent in evicting pages from the fast storage to the slow
storage), which prevents the agent from aggressively placing all
requests into the fast storage device.

𝐿𝑡 (request latency) is the time taken to service the last read or
write I/O request from the OS. Request latency can faithfully cap-
ture the status of the hybrid storage system, as it significantly varies
depending on the request type, device type, and the internal state
and characteristics of the device (e.g., such as read/write latencies,
the latency of garbage collection, queuing delays, and error han-
dling latencies). Intuitively, if 𝐿𝑡 is low (high), i.e., if the agent serves
a storage request from the fast (slow) device, the agent receives a
high (low) reward. However, if there is an eviction, we penalize
the agent so as to encourage the agent to place only performance-
critical pages in the fast storage device.We need the eviction penalty
to be large enough to discourage the agent from evicting and small
enough not to deviate the learned policy too much on a placement
decision that leads to higher latency.
State.At each time-step 𝑡 , the state features for a particular read/write
request are collected in an observation vector. We perform feature
selection [127] to determine the best state features to include in
Sibyl’s observation vector.

We use a limited number of features due to two reasons. First,
a limited feature set allows us to reduce the implementation over-
head of our mechanism (see §10). Second, we empirically observe
that our RL agent is more sensitive to the reward structure than
to the number of features in the observation vector. Specifically,
using the request latency as a reward provides indirect feedback
on the internal timing characteristics and the current state (e.g.,
queueing delays, buffer dependencies, effects of garbage collection,
read/write latencies, write buffer state, and error handling laten-
cies) of the hybrid storage system. Our observation aligns with a
recent study [128] that argues that the reward is the most critical
component in RL to find an optimal decision-making policy.

In our implementation of Sibyl, the observation vector is a 6-
dimensional tuple:

𝑂𝑡 = (𝑠𝑖𝑧𝑒𝑡 , 𝑡𝑦𝑝𝑒𝑡 , 𝑖𝑛𝑡𝑟𝑡 , 𝑐𝑛𝑡𝑡 , 𝑐𝑎𝑝𝑡 , 𝑐𝑢𝑟𝑟𝑡 ) . (2)
Table 1 lists our six selected features. We quantize the representa-
tion of each state into a small number of bins to reduce the storage
overhead of state representation. These features can be captured in
the block layer of the storage system and stored in a separate meta-
data table (§10). 𝑠𝑖𝑧𝑒𝑡 represents the size of the current request in
terms of the number of pages associated with it. It indicates whether
the incoming request is sequential or random. 𝑡𝑦𝑝𝑒𝑡 (request type)
differentiates between read and write requests, important for data
placement decisions since storage devices have asymmetric read
and write latencies. 𝑖𝑛𝑡𝑟𝑡 (access interval) and 𝑐𝑛𝑡𝑡 (access count)
represent the temporal and spatial reuse characteristics of the cur-
rently requested page, respectively. Access interval is defined as
the number of page accesses between two references to the same
page. Access count is defined as the total number of accesses to
the page. These metrics provide insight into the dynamic behav-
ior of the currently requested page.5 𝑐𝑎𝑝𝑡 is a global counter that
5We did not use the reuse distance as a locality metric due to its high computation
overhead during online profiling [129].

tracks the remaining capacity in the fast storage device, which is an
important feature since our agent’s goal is to maximize the use of
the limited fast storage capacity while avoiding evictions from the
fast storage device. By including this feature, the agent can learn to
avoid the eviction penalty (i.e., learn to restrain itself from placing
in fast storage non-performance critical pages that would lead to
evictions). 𝑐𝑢𝑟𝑟𝑡 is the current placement of the requested page.
Since every data placement decision affects the decision for future
requests, 𝑐𝑢𝑟𝑟𝑡 guides Sibyl to perform past-aware decisions.

Table 1: State features used by Sibyl
Feature Description # of bins Encoding (bits)
𝑠𝑖𝑧𝑒𝑡 Size of the requested page (in pages) 8 8
𝑡𝑦𝑝𝑒𝑡 Type of the current request (read/write) 2 4
𝑖𝑛𝑡𝑟𝑡 Access interval of the requested page 64 8
𝑐𝑛𝑡𝑡 Access count of the requested page 64 8
𝑐𝑎𝑝𝑡 Remaining capacity in the fast storage device 8 8
𝑐𝑢𝑟𝑟𝑡 Current placement of the requested page (fast/slow) 2 4

Action. At each time-step 𝑡 , in a given state, Sibyl selects an action
(𝑎𝑡 in Figure 6) from all possible actions. In a hybrid storage system
with two devices, possible actions are: placing data in (1) the fast
storage device or (2) the slow storage device. This is easily extensible
to 𝑁 storage devices, where 𝑁 ≥ 3.

6 SIBYL: DESIGN
We implement Sibyl in the storage management layer of the host
system’s operating system. Figure 7(a) shows a high-level overview
of Sibyl. Sibyl is composed of two parts, each implemented as a
separate thread, that run in parallel (1) the RL decision thread, where
Sibyl decides the data placement 4 of the current storage request
while collecting information 7 about its decisions 4 and their ef-
fects 6 in an experience buffer 5 , and (2) the RL training thread,
where Sibyl uses the collected experiences6 8 to update its decision-
making policy online 9 . Sibyl continuously learns from its past de-
cisions and their impact. Our two-threaded implementation avoids
that the learning (i.e., training) interrupts or delays data placement
decisions for incoming requests. To enable the parallel execution
of the two threads, we duplicate the neural network that is used
to make data placement decisions. While one network (called the
inference network 2 ) is deployed (i.e., makes decisions) the second
network (called the training network 9 ), is trained in the back-
ground. The inference network is used only for inference, while the
training network is used only for training. Therefore, Sibyl does
not perform a separate training step for the inference network and
instead periodically copies the training network weights to the
inference network 10.

For every new storage request to the HSS, Sibyl uses the state
information 1 to make a data placement decision 4 . The infer-
ence network predicts the Q-value for each available action given
the state information. Sibyl policy 3 selects the action with the
maximum Q-value or, with a low probability, a random action for
exploration and performs the data placement.

6.1 Sibyl Data Placement Algorithm
Algorithm 1 describes how Sibyl performs data placement for an
HSS. Initially, the experience buffer is allocated to hold 𝑒𝐸𝐵 entries
(line 1), and the training and the inference network weights are ini-
tialized to random values (lines 2 and 3). When a storage request is
6Experience is a representation of a transition from one time step to another, in terms
of ⟨𝑆𝑡𝑎𝑡𝑒,𝐴𝑐𝑡𝑖𝑜𝑛, 𝑅𝑒𝑤𝑎𝑟𝑑, 𝑁𝑒𝑥𝑡𝑆𝑡𝑎𝑡𝑒 ⟩.
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(a) (b)
Figure 7: (a) Overview of Sibyl (b) Training network design using as input the state features from Table 1. The inference network
is identical except it is used only for inference
received (line 4), Sibyl policy ( 3 Figure 7(a)) either (1) randomly se-
lects an action with 𝜖 probability (lines 6-7) to perform exploration
in an HSS environment, or (2) selects the action that maximizes
the Q-value, based on information stored in the inference network
(lines 8-9). After performing the selected action (line 10), Sibyl col-
lects its reward, whose value depends on whether an eviction is
needed from fast storage (lines 11-14). The generated experience is
stored in the experience buffer (line 15). Once the experience buffer
has 𝑒𝐸𝐵 entries (line 16), Sibyl trains the training network. Dur-
ing training, the training network samples a batch of experiences
from the experience buffer (line 17) and updates its weights using
stochastic gradient descent (SGD) [130] (line 18). Sibyl does not
perform a separate training step for the inference network. Instead,
the training network weights are copied to the inference network
(line 19), which removes the training of the inference network from
the critical path of decision-making.
Algorithm 1 Sibyl’s reinforcement learning-based data placement
algorithm
1: Intialize: the experience buffer EB to capacity 𝑒𝐸𝐵
2: Intialize: the training network with random weights 𝜃

3: Intialize: the inference network with random weights 𝜃
4: Intialize: the observation vector 𝑂𝑡 =𝑂 (𝑠1) with storage request 𝑠1={𝑟𝑒𝑞𝑡 }, and

host and storage features
5: for all storage requests do
6: if (rand() < 𝜖) then ⊲ with probability 𝜖 , perform exploration
7: random action 𝑎𝑡
8: else ⊲ with probability 1-𝜖 , perform exploitation
9: 𝑎𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄𝑡 (𝑎) ⊲ select action with the highest𝑄𝑡 value from inference network
10: execute 𝑎𝑡 ⊲ place the requested page to fast or slow storage
11: if no eviction then
12: 𝑟𝑡 ← 1

𝐿𝑡
⊲ reward, given no eviction of a page from fast to slow storage

13: else
14: 𝑟𝑡 ← max(0, 1

𝐿𝑡
-𝑅𝑝 ) ⊲ reward with an eviction penalty in case of an eviction

15: store experience (𝑂𝑡 , 𝑎𝑡 , 𝑟𝑡 ,𝑂 (𝑡 + 1)) in EB
16: if (num requests in EB==𝑒𝐸𝐵) then ⊲ train training network when EB is full
17: sample random batches of experiences from EB, which are in format
(𝑂 𝑗 , 𝑎 𝑗 , 𝑟 𝑗 ,𝑂 ( 𝑗 + 1)) ⊲ where𝑂 𝑗 represents an observation at a time instant j from EB

18: Perform stochastic gradient descent ⊲ update the training network weights
19: 𝜃 ← 𝜃 ⊲ copy the training network weights to the inference network

6.2 Detailed Design of Sibyl
6.2.1 RL Decision Thread. In this thread, Sibyl makes data
placement decisions while storing experiences in an experience
buffer. Sibyl extracts the observation vector 1 from the attributes
of the incoming request and the current system state (e.g., access
count, remaining capacity in the fast storage) and uses the infer-
ence network 2 to predict the Q-values for each possible action
with the given state vector. While making data placement decisions,
Sibyl balances the random exploration of the environment (to find
a better policy without getting stuck at a suboptimal one) with the

exploitation of its current policy (to maximize its reward based on
the current inference network weights).
Sibyl policy. For every storage request, Sibyl policy selects the
action that leads to the highest long-term reward 6 . We use a
Categorical Deep Q-Network (also known as C51) [131] to update
𝑄 (𝑠, 𝑎). C51’s objective is to learn the distribution of Q-values,
whereas other variants of Deep Q-Networks [121–126] aim to ap-
proximate a single value for 𝑄 (𝑠, 𝑎). This distribution helps Sibyl
to capture more information from the environment to make better
data placement decisions [132].

For tracking the state, we divide each feature into a small number
of bins to reduce the state space (see §5), which directly affects
the implementation overhead of Sibyl. We select the number of
bins (Table 1) based on empirical sensitivity analysis. Our state
representation uses a more relaxed encoding of 40 bits (than using
only 20 bits for the observation vector) to allow for future extensions
(e.g., features with more bins). Similarly, we use a relaxed 4-bit
encoding for the action to allow extensibility to a different number
of storage devices. For the reward structure, we use a half-precision
floating-point (16-bit) representation.
Experience buffer. Sibyl stores experiences it collects while inter-
acting with the HSS in an experience buffer [133]. The experience
buffer is allocated in the host main memory (DRAM). To minimize
its design overhead, we deduplicate data in the stored experiences.
To improve the training quality, we perform batch training where
each batch consists of randomly sampled experiences. This tech-
nique of randomly sampling experiences from the experience buffer
is called experience replay [133].

Figure 8 shows the effect of different experience buffer sizes on
Sibyl’s performance in the H&M configuration. We observe that
Sibyl’s performance saturates at 1000 entries, which we select as the
experience buffer size. Since the size of our state representation is
40 bits, to store a single experience tuple, we need 40-bit+4-bit+16-
bit+40-bit, i.e., 100 bits. In total, for 1000 experiences, the experience
buffer requires 100 KiB in the host DRAM.
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Figure 8: Effect of different experience buffer sizes on the
average request latency (normalized to Fast-Only)
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Exploration vs. exploitation. An RL agent needs to explore the
environment to improve its policy to maximize its long-term re-
ward beyond local maxima [78]. At the same time, the agent needs
to exploit what it has already experienced so that it can take advan-
tage of its learning so far. To balance exploration and exploitation,
we use the 𝜖-greedy policy [134]: the best-known action based on
the agent’s experience is selected with (1-𝜖) probability, and oth-
erwise, i.e., with 𝜖 probability, another action is chosen randomly.
Exploration allows Sibyl to experience states it may not otherwise
get into [78] and thus avoid missing higher long-term rewards. To
perform exploration, Sibyl randomly chooses to place data to the
fast or the slow storage device, so that it can get more information
about the HSS and the workload. Based on the received reward,
Sibyl updates its training network. Such exploration helps Sibyl to
avoid making suboptimal data placement decisions in the long run.

6.2.2 RL Training Thread. This thread uses a batch of collected
experiences 8 from the experience buffer to train the training
network 9 . The updated weights of the training network are trans-
ferred to the inference network after every 1000 requests 10.
Training and inference networks. The training and inference
network allows the parallel execution of decision and training
threads. We use an identical neural network structure for the train-
ing and inference networks. A deep neural network can be prohibi-
tive due to the long time it requires for training and convergence,
preventing Sibyl to adapt to new state-action pairs in a timely man-
ner. Based on experiments, we find that a simple feed-forward
network [135] with only two hidden layers [136] provides good
performance for Sibyl’s data placement task. Figure 7(b) shows the
structure of our training network.7 The network takes the observa-
tion vector 𝑂𝑡 as its input and produces a probability distribution
of Q-values as its output. Before feeding the data to the network,
we preprocess the data by normalizing and casting the data to low
precision data types, which allows us to reduce memory in the ex-
perience buffer. Next, we apply two fully-connected hidden layers
of 20 and 30 neurons, respectively. We select these neurons based
on our extensive design space exploration with different numbers
of hidden layers and neurons per layer. After the two hidden lay-
ers, we have an output layer of 2 neurons, one for each action.
Sibyl policy 3 selects the action with the maximum Q-value. All
fully-connected layers use the swish activation function [137], a
non-monotonic function that outperforms ReLU [138].

During the training of the training network, the inference net-
work’s weights are fixed. After every 1000 requests, the weights of
the training network are copied to the inference network, which
removes the training of the inference network from the critical
path. We set the number of requests to 1000 based on our empirical
evaluation of the experience buffer size (Figure 8). Each training
step is composed of 8 batches of experiences from an experience
buffer of 1000 experiences with a batch size of 128. We perform
the training on the host CPU rather than on a dedicated hardware
accelerator because (1) the network size is small and the weights
perfectly fit in on-chip caches of the CPU in our evaluated system,
and (2) to avoid continuous weight transfer overhead between the
host CPU and the accelerator over the external interface.
7The inference network is identical in shape to the training network.

Hyper-parameter tuning. We improve Sibyl’s accuracy by tun-
ing its hyper-parameters. Hyper-parameters are sets of RL algo-
rithm variables that can be tuned to optimize the accuracy of
the RL agent [139, 140]. For hyper-parameter tuning, we perform
cross-validation [141] using different hyper-parameter values. Dur-
ing cross-validation, we randomly select one workload for hyper-
parameter tuning and use the other thirteen workloads for valida-
tion. On the selected workload, we use different hyper-parameter
configurations that we choose using the design of experiments
(DoE) [142]. DoE allows us to minimize the number of experiments
needed to find the best hyper-parameter values without sacrificing
the quality of the information gathered by the experiments. Unlike
traditional supervised learning methods, we do not train Sibyl of-
fline using a training dataset before deploying it for data placement.
All training happens online in Sibyl. For every evaluated workload,
Sibyl starts with no prior knowledge and gradually learns to make
data placement decisions online by interacting with the hybrid
storage system. Sibyl needs only one-time offline hyper-parameter
tuning.

Table 2 shows the hyper-parameters considered in Sibyl’s design
as well as their chosen values after the tuning process. The discount
factor (𝛾 ) determines the balance between the immediate and future
rewards. At𝛾=0 (𝛾=1), Sibyl gives importance only to the immediate
(long-term) reward. The learning rate (𝛼) determines the rate at
which neural network weights are updated. A lower 𝛼 makes small
updates to the neural network weights, which could take more
training iterations to converge to an optimal policy. While a higher
𝛼 results in large updates to the neural network weights, which
could cause the model to converge too quickly to a suboptimal solu-
tion. The exploration rate (𝜖) balances exploration and exploitation
for Sibyl. We also explore different batch sizes (i.e., the number of
samples processed in each training iteration) and experience buffer
sizes to train our training network.

Table 2: Hyper-parameters considered for tuning
Hyper-parameter Design Space Chosen Value
Discount factor (𝛾 ) 0-1 0.9
Learning rate (𝛼 ) 1𝑒−5 − 1𝑒0 1𝑒−4
Exploration rate (𝜖) 0-1 0.001
Batch size 64-256 128
Experience buffer size (𝑒𝐸𝐵 ) 10-10000 1000

7 EVALUATION METHODOLOGY
Evaluation setup. We evaluate Sibyl using real systems with
various HSS configurations. The HSS devices appear as a single
flat block device that exposes one contiguous logical block address
space to the OS, as depicted in Figure 1. We implement a lightweight
custom block driver interface that manages the I/O requests to stor-
age devices. Table 3 provides our system details, including the char-
acteristics of the three storage devices we use. To analyze the sensi-
tivity of our approach to different device characteristics, we evaluate
two different hybrid storage configurations (1) performance-oriented
HSS: high-end device (H) [94] and middle-end device (M) [96], and
(2) cost-oriented HSS: high-end device (H) [94] and low-end device
(L) [98]. We also evaluate two tri-hybrid HSS configurations consist-
ing of (1) H&M&L and (2) H&M&L𝑆𝑆𝐷 devices. We run the Linux
Mint 20.1 operating system [143] with the Ext3 file system [144].
We use the TF-Agents API [145] to develop Sibyl. We evaluate Sibyl
using two different metrics: (1) average request latency, i.e., average
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of the latencies of all storage read/write requests in a workload, and
(2) request throughput (IOPS), i.e., throughput of all storage requests
in a workload in terms of completed I/O operations per second.

Table 3: Host system and storage devices used in hybrid stor-
age configurations

Host System
AMD Ryzen 7 2700G [146], 8-cores@3.5 GHz,
8×64/32 KiB L1-I/D, 4 MiB L2, 8 MiB L3,
16 GiB RDIMM DDR4 2666 MHz

Storage Devices Characteristics

H: Intel Optane SSD P4800X [94] 375 GB, PCIe 3.0 NVMe, SLC, R/W: 2.4/2 GB/s,
random R/W: 550000/500000 IOPS

M: Intel SSD D3-S4510 [96] 1.92 TB, SATA TLC (3D), R/W: 550/510 MB/s,
random R/W: 895000/21000 IOPS

L: Seagate HDD ST1000DM010 [98] 1 TB, SATA 6Gb/s 7200 RPM
Max. Sustained Transfer Rate: 210 MB/s

L𝑆𝑆𝐷 : ADATA SU630 SSD [99] 960 GB, SATA 6 Gb/s, TLC,
Max R/W: 520/450 MB/s

HSS Configurations Fast Device Slow Device
H&M (Performance-oriented) high-end (H) middle-end (M)
H&L (Cost-oriented) high-end (H) low-end (L)

Baselines. We compare Sibyl against two state-of-the-art heuristic-
based HSS data placement techniques, (1) cold data eviction (CDE)
[49] and (2) history-based page selection (HPS) [113], (3) a state-of-
the-art supervised learning-based technique (Archivist) [59], and (4)
a recurrent neural network (RNN)-based data placement technique
(RNN-HSS), adapted fromKleio [58], a data placement technique for
hybrid memory systems. RNN-HSS provides a state-of-the-art ML-
based data placement baseline. We compare the above policies with
three extreme baselines: (1) Slow-Only, where all data resides in the
slow storage (i.e., there is no fast storage), (2) Fast-Only, where all
data resides in the fast storage, and (3) Oracle [113], which exploits
complete knowledge of future I/O-access patterns to perform data
placement and to select victim data blocks for eviction from the
fast device.
Workloads.We use fourteen different block-I/O traces from the
MSRC benchmark suite [91] that are collected from real enterprise
server workloads. We carefully select the fourteen traces to have
distinct I/O-access patterns, as shown in Table 4, in order to study
a diverse set of workloads with different randomness and hotness
properties (see Figure 3). We quantify a workload’s randomness
using the average request size of the workload; the higher (lower)
the average request size, themore sequential (random) theworkload.
The average access count provides the average of the access counts
of all pages in a workload; the higher (lower) the average access
count, the hotter (colder) the workload. Table 4 also shows the
number of unique requests in a workload. To demonstrate Sibyl’s
ability to generalize and provide performance gains across unseen
traces, i.e., traces that are not used to tune the hyper-parameters
of Sibyl, we evaluate Sibyl using four additional workloads from
FileBench [92].

8 RESULTS
8.1 Performance Analysis
Figure 9 compares the average request latency of Sibyl against the
baseline policies for H&M (Figure 9(a)) and H&L (Figure 9(b)) HSS
configurations. All values are normalized to Fast-Only. We make
five major observations. First, Sibyl consistently outperforms all
the baselines for all the workloads in H&L and all but two work-
loads in H&M. In the H&M HSS configuration (Figure 9(a)), where

Table 4: Characteristics of 14 evaluated workloads
Workload Write Read Avg. request Avg. access No. of unique

% % size count requests
hm_1 4.7% 95.3% 15.2 44.5 6265
mds_0 88.1% 11.9% 9.6 3.5 31933
prn_1 24.7% 75.3% 20.0 2.6 6891
proj_0 87.5% 12.5% 38.0 48.3 1381
proj_2 12.4% 87.6% 42.4 2.9 27967
proj_3 5.2% 94.8% 9.6 3.6 19397
prxy_0 96.9% 3.1% 7.2 95.7 525
prxy_1 34.5% 65.5% 12.8 150.1 6845
rsrch_0 90.7% 9.3% 9.2 34.7 5504
src1_0 43.6% 56.4% 43.2 12.7 13640
stg_1 36.3% 63.7% 40.8 1.1 3787
usr_0 59.6% 40.4% 22.8 19.7 2138
wdev_2 99.9% 0.1% 8.0 17.7 4270
web_1 45.9% 54.1% 29.6 1.2 6095

the latency difference between two devices is relatively smaller
than H&L, Sibyl improves average performance by 28.1%, 23.2%,
36.1%, and 21.6% over CDE, HPS, Archivist, and RNN-HSS, respec-
tively. In the H&L HSS configuration (Figure 9(b)), where there
is a large difference between the latencies of the two storage de-
vices, Sibyl improves performance by 19.9%, 45.9%, 68.8%, and 34.1%
over CDE, HPS, Archivist and RNN-HSS, respectively. We observe
that the larger the latency gap between HSS devices, the higher
the expected benefits of avoiding the eviction penalty by placing
only performance-critical pages in the fast storage. Second, in the
H&M HSS configuration, CDE and HPS are ineffective for certain
workloads (hm_1, prn_1, proj_2, proj_3, and src1_0) evenwhen com-
pared to Slow-Only. In contrast, Sibyl consistently and significantly
outperforms Slow-Only for all workloads because it can learn the
small latency difference between the two storage devices in H&M
and dynamically adapts its data placement decisions, which is diffi-
cult for CDE and HPS due to their inability to holistically take into
account the underlying device characteristics. Third, Sibyl provides
slightly lower performance than other baselines in only two work-
loads: Slow-Only, HPS, Archivist, and RNN-HSS for hm_1 and CDE
and HPS for prxy_0 in the H&M HSS configuration. We observe
that such workloads are write-intensive and have many random re-
quests (in terms of both access pattern and request size). Therefore,
such workloads would benefit from more frequent retraining of
Sibyl’s training network. We experimentally show in §8.3 that using
a lower learning rate during the training of the training network
helps to improve Sibyl’s performance for such workloads. Fourth,
Sibyl achieves, on average, 80% of the performance of the Oracle,
which has complete knowledge of future access patterns, across
H&M and H&L. Fifth, RNN-HSS provides higher performance than
heuristic-based policies (2.1% and 8.9% than CDE and HPS, respec-
tively, in H&M and 9.8% than HPS in H&L), but Sibyl outperforms
it by 27.9%. Unlike Sibyl, the two machine learning-based policies,
Archivist and RNN-HSS, do not consider any system-level feedback,
which leads to their suboptimal performance.

Figure 10 compares the request throughput (IOPS) of Sibyl
against other baseline policies. We make two observations. First,
in the H&M (H&L) HSS configuration (Figure 10), Sibyl improves
throughput by 32.6% (22.8%), 21.9% (49.1%), 54.2% (86.9%), and 22.7%
(41.9%) over CDE, HPS, Archivist, and RNN-HSS, respectively. Sec-
ond, Sibyl provides slightly lower performance than Slow-Only,
CDE, HPS, Archivist, and RNN-HSS for only hm_1 in H&M HSS
configuration. We draw similar observations for throughput results
as we did for latency results (Figure 9) because as Sibyl considers
the request size in state features and request latency in the reward,
it also indirectly captures throughput (size/latency).
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Figure 9: Average request latency under two different hybrid storage configurations (normalized to Fast-Only)
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(b) H&L HSS configuration
Figure 10: Request throughput (IOPS) under two different hybrid storage configurations (normalized to Fast-Only)

We conclude that Sibyl consistently provides higher performance
than all five baselines and significantly improves both average
request latency and request throughput.

8.2 Performance on Unseen Workloads
To demonstrate Sibyl’s ability to generalize and provide perfor-
mance gains across unseen workloads that are not used to tune
the hyper-parameters of the data placement policy of Sibyl, we
evaluate Sibyl using four additional workloads from FileBench [92].
No data placement policy we evaluate, including Sibyl, is tuned
on these workloads. Figure 11 shows the performance of these
unseen workloads. We observe the following observations. First, in
H&M (H&L) HSS configuration, Sibyl outperforms RNN-HSS and
Archivist by 46.1% (54.6%) and 8.5% (44.1%), respectively. Second,
Sibyl may misplace some pages during the online adaptation period,
but it provides significant performance benefits over existing ML-
based data placement techniques. We conclude that Sibyl provides
high performance benefits on unseen workloads for which it has
not been tuned.
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Figure 11: Average request latency on unseen workloads (nor-
malized to Fast-Only) under two HSS configurations

8.3 Performance on Mixed Workloads
We evaluate mixing two or more workloads at the same time while
randomly varying their relative start times. Table 5 describes the
characteristics of these mixed workloads. These workloads are truly
independent of each other, potentially creating more evictions from
the fast storage device than a single workload. Such a scenario
(1) leads to unpredictable execution where requests arrive at dif-
ferent, unpredictable timesteps, (2) mimics distributed workloads,

and (3) further tests the ability of Sibyl to dynamically adapt its
decision-making policy.

Figure 12 shows average request latency for mixed workloads.
We use two different settings for Sibyl: (a) Sibyl𝐷𝑒𝑓 , where we use
our default hyper-parameters (§6.2.2), and (b) Sibyl𝑂𝑝𝑡 , where we
optimize the hyper-parameters for these mixed workloads and use
a lower learning rate (𝛼) of 1𝑒−5. A lower learning rate performs
smaller updates to the training network’s weights in each training
iteration, thus requiring more training to converge to an optimal
solution.

Table 5: Characteristics of mixed workloads
Mix Workloads Description

mix1 prxy_0 [91] and ntrx_rw [92] Both prxy_0 and
ntrx_rw are write-intensive

mix2 rsrch_0 [91] and oltp_rw [92] rsrch_0 is write-intensive and
oltp_rw is read-intensive

mix3 proj_3 [91] and YCSB_C [147] Both proj_3 and
YCSB_C are read-intensive

mix4 src1_0 [91] and fileserver [92]
Both src1_0 and
fileserver have nearly equal
numbers of reads and writes

mix5 prxy_0 [91], oltp_rw [92] and
fileserver [92]

prxy_0 is write-intensive,
oltp_rw is read-intensive, and
fileserver has nearly equal
numbers of reads and writes

mix6 src1_0 [91], YCSB_C [147] and
fileserver [92]

src1_0 and fileserver have
nearly equal numbers
of reads and writes while
YCSB_C is read-intensive
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Figure 12: Average request latency on mixed workloads (nor-
malized to Fast-Only) and two HSS configurations

We make two observations. First, Sibyl𝐷𝑒𝑓 consistently outper-
forms CDE, HPS, Archivist, and RNN-HSS by 27.9%, 12.2%, 12.1%,
and 12.9%, respectively, in the H&M HSS configuration and 9.4%,
21.3%, 19.4%, and 17.1%, respectively, in H&L HSS configuration.
Second, with a lower learning rate and optimized hyper-parameters,
Sibyl𝑂𝑝𝑡 provides 5.2% (9.3%) higher average performance forH&M
(H&L) HSS configuration than Sibyl𝐷𝑒𝑓 . Third, for mix_1, HPS
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provides comparable performance to Sibyl𝐷𝑒𝑓 in H&M, and CDE
provides slightly better performance in H&L. As discussed in §8.1,
prxy_0 is write-intensive and has random requests (with an average
request size of 7.2) within every 1000 requests, which is the expe-
rience buffer size to train the training network. Such a workload
requires more frequent retraining of Sibyl’s training network to
achieve higher performance. We conclude that Sibyl can effectively
adapt its data placement policy online to highly dynamic workloads.

8.4 Performance with Different Features
Figure 13 compares the use of some of the most useful features
for the state of Sibyl in our H&L HSS configuration. All represents
using all the six features in Table 1. Sibyl autonomously decides
which features are important to maximize the performance of the
running workload.
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Figure 13: Average request latency when using different fea-
tures (see Table 1) for the state space of Sibyl in the H&LHSS
configuration (normalized to Fast-Only)

We make two key observations from Figure 13. First, Sibyl con-
sistently achieves the lowest latency (up to 43.6% lower) by using
all the features mentioned in Table 1 (All in Figure 13). Second, by
using the same features as in baseline heuristic-based policies, Sibyl
is able to perform better data placement decisions. For example,
𝑟𝑡 and 𝑓𝑡 configurations of Sibyl (in Figure 13) use only one fea-
ture, just like CDE and HPS do. These two Sibyl configurations
outperform CDE and HPS policies by 4.9% and 5.5%, respectively
(ref. Figure 9(b)). Using the same features as a heuristic-based policy,
Sibyl autonomously finds a higher-performance dynamic policy
that can maximize the reward function, which heuristic-based poli-
cies cannot possibly do. We conclude that Sibyl uses a richer set
of features that can capture multiple aspects of a storage request
to make better data placement decisions than a heuristic-based
policy. RL reduces the design burden on system architects, as Sibyl
autonomously learns to use the provided features to achieve the
highest cumulative reward. In contrast, traditional heuristic-based
policies use features to make rigid data placement decisions without
any system-level feedback, and thus they underperform compared
to Sibyl.

8.5 Performance with Different
Hyper-Parameters

Figures 14(a), 14(b), and 14(c) show the effect of three critical hyper-
parameters (discount factor, learning rate, and exploration rate) on
Sibyl’s throughput in H&M HSS configuration. Figure 14(a) shows
that Sibyl’s throughput drops sharply at 𝛾 = 0. At 𝛾 = 0, Sibyl gives
importance only to the immediate reward and not at all to the long-
term reward, leading to lower performance. We use 𝛾 = 0.9, where
Sibyl is more forward-looking, giving enough weight to long-term
rewards. Figure 14(b) shows that at a learning rate of 𝛼 = 1𝑒−4,
Sibyl provides the best performance. The learning rate determines
the rate at which training network weights are updated. Both too

slow and too fast updates are detrimental for adaptive learning
and stable exploitation of a learned policy, respectively. Third,
Figure 14(c) shows that the performance of Sibyl drops sharply
if it performs exploration too frequently (i.e., 𝜖 = 1𝑒−1) and thus
does not sufficiently exploit its learned policy. Sibyl achieves the
highest performance improvements for 1𝑒−5 ≤ 𝜖 ≤ 1𝑒−2.
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Figure 14: Sensitivity of Sibyl throughput to: (a) the discount
factor (𝛾 ), (b) the learning rate (𝛼), (c) the exploration rate (𝜖),
averaged across 14 workloads (normalized to Fast-Only)

8.6 Sensitivity to Fast Storage Capacity
Figure 15 shows the average request latency of Sibyl and baseline
policies as we vary the available capacity in the fast storage. The
x-axis denotes a range of fast storage device sizes available for data
placement and represented in terms of percentages of the entire
fast storage device capacity, where 100% represents the size where
all pages of a workload can fit in the fast storage.
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Figure 15: Average request latency for various fast storage
device sizes (normalized to Fast-Only)

We make two observations. First, for all fast storage sizes, Sibyl
performs better than the baseline heuristic- and supervised learning-
based policies for both H&M and H&L HSS configurations. Even
when the fast storage size is as small as 1%, Sibyl outperforms
CDE, HPS, Archivist, RNN-HSS by 47.2% (11.5%), 17.3% (58.9%),
12.3% (110.1%), 21.7% (50.2%), respectively, in H&M (H&L) . Sec-
ond, at a larger (smaller) fast storage device size, the performance
approaches that of the Fast-Only (Slow-Only) policy, except for
Archivist. Archivist classifies pages as hot or cold at the beginning
of an epoch and does not change its placement decision throughout
the execution of that epoch. It does not perform any promotion
or eviction of data. We observe that Archivist often mispredicts
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the target device for a request and classifies the same number of
requests for the fast and slow storage device under different fast
storage sizes.

As we vary the size of the fast storage device, a dynamically
adaptable data placement policy is required, which considers fea-
tures from both the running workload and the underlying storage
system. We conclude that Sibyl can provide scalability by dynami-
cally and effectively adapting its policy to the available storage size
to achieve high performance.

8.7 Tri-Hybrid Storage Systems
We evaluate two different tri-HSS configurations, H&M&L and
H&M&L𝑆𝑆𝐷 (Table 3), implemented as a single flat block device.
The H&M&L𝑆𝑆𝐷 configuration has a low-end SSD (L𝑆𝑆𝐷 ), whose
performance is lower than the H and M devices but higher than
the L device. We restrict the available capacity of H andM to 5%
and 10%, respectively, of the working set size of a given workload.
This ensures data eviction from H andM devices once they are full.
We compare the performance of Sibyl on a tri-hybrid system with a
state-of-the-art heuristic-based policy [49, 76] that divides data into
hot, cold, and frozen and places them respectively into H, M, and L
devices.8 Figure 16 shows the performance of the heuristic-based
and Sibyl data placement policies.
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Figure 16: Average request latency for the tri-hybrid HSS
(normalized to Fast-Only)

We observe that Sibyl outperforms the heuristic-based pol-
icy by, on average, 43.5% (48.2%) and 23.9% (25.2%) for H&M&L
(H&M&L𝑆𝑆𝐷 ). This is because Sibyl is much more dynamic and
adaptive to the storage system configuration due to its RL-based
decision-making than the baseline heuristic-based policy, which
is rigid in its decision-making. To extend Sibyl for three storage
devices, we had to only (1) add a new action in Sibyl’s action space,
and (2) add the remaining capacity in theM device as a state feature.
We conclude that Sibyl provides ease of extensibility to new storage
system configurations, which reduces the system architect’s burden
in designing sophisticated data placement mechanisms.

9 EXPLAINABILITY ANALYSIS
We perform an explainability analysis to understand our results
further and explain Sibyl’s decisions. We extract Sibyl’s actions
8CDE, HPS, Archivist, and RNN-HSS do not consider more than two devices and are
not easily adaptable to a tri-hybrid HSS.

for different workloads under H&M and H&L HSS configurations
and analyze the page placements for each workload. Figure 17
shows Sibyl’s preference for the fast storage device over the slow
storage device, measured as the ratio of the number of fast storage
placements to the sum of the number of placements in both fast
and slow storage devices (i.e., Preference= #fast placements

#fast+#slow placements ).
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Figure 17: Sibyl’s preference for the fast storage device under
different HSS configurations

We make the following four observations. First, in the H&L
configuration, where the latency difference is large between the two
storage devices, Sibyl prefers to place more data in the fast storage
device. Sibyl learns that despite the eviction penalty, the benefit of
serving more requests from the fast storage device is significant.
On the other hand, in the H&M device configuration, where the
latency difference between two devices is smaller compared toH&L,
Sibyl places only performance-critical pages in the faster storage
device to avoid the eviction penalty.

Second, in the H&M configuration, Sibyl shows less preference
to place pages from mds_0, prn_1, proj_2, proj_3, src1_0, stg_1,
and web_1 in the fast storage device. These workloads are cold and
sequential (Table 4) and thus are less suitable for the fast storage
device. Therefore, for such workloads, Sibyl shows more preference
for the slow storage device. In contrast, for hot and random work-
loads (prxy_0 and prxy_1), Sibyl shows more preference to place
pages in the fast storage device.

Third, for rsrch_0, wdev_2, and web_1, Sibyl places ≤40% of
pages in the fast storage device. Such requests have random access
patterns, while pages with cold and sequential accesses are placed
in the slow storage.

Fourth, in the H&L setting, Sibyl shows more preference to place
requests in the fast storage device, except for proj_2 and src1_0
workloads. We observe that these two workloads are highly random
with a low average access count (Table 4). Therefore, aggressive
placement in the fast storage is not beneficial for long-term perfor-
mance.

We also measure the number of evictions (as a fraction of all
storage requests) that occur while using Sibyl and other baseline
policies, as shown in Figure 18. We make two observations. First,
in the H&M HSS configuration, Sibyl leads to 68.4%, 43.2%, 19.7%,
and 29.3% fewer evictions from the fast storage than CDE, HPS,
Archivist, and RNN-HSS, respectively. Second, CDE places more
data in the fast storage, which leads to a large number of evictions in
both HSS configurations. However, if the latency difference between
the two devices is large (e.g., H&L configuration), CDE provides
higher performance than other baseline policies (see Figure 9(b)).
Therefore, in the H&L HSS configuration, we observe that Sibyl
follows a similar policy, leading to more evictions compared to
other baselines.
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Figure 18: Comparison of evictions from the fast storage to the slow storage (normalized to the total number of storage requests)

10 OVERHEAD ANALYSIS
10.1 Inference and Training Latencies
The input layer of the training and inference networks consists
of six neurons, equal to the number of features listed in Table 1.
Each feature is normalized to transform the value range of different
features to a common scale. The size of one state entry is 40 bits (32
bits for state features and 8 bits for the counter used for tracking the
remaining capacity in the fast storage device). We make use of two
hidden layers with 20 and 30 neurons each. The final output layer
has neurons equivalent to our action space, i.e., two for dual-HSS
configurations and three for the tri-HSS configurations.
Inference latency. Our inference network has 52 inference neu-
rons (20+30+2) with 780 weights (6×20+20×30+30×2). As a result,
Sibyl requires 780MAC operations per inference (1×6×20+1×20×30
+1×30×2). On our evaluated CPU, we can perform these operations
in ∼10ns, which is several orders of magnitude smaller than the
I/O read latency of even a high-end SSD (∼10us) [94, 95]. Sibyl’s
inference computation can also be performed in the SSD controller.
Training latency. For each training step, Sibyl needs to compute
1,597,440 MAC operations, where each batch requires 128×6×20+
128×20×30+128×30×2 MAC operations. This computation takes
∼2us on our evaluated CPU. This training latency does not affect
the benefits of Sibyl because (1) training occurs asynchronously
with inference, and (2) training latency is ∼5× smaller than the I/O
read latency of even a high-end SSD.
We conclude that Sibyl’s performance benefits come at small latency
overheads that are easily realizable in existing CPUs.

10.2 Area Overhead
Storage cost. We use a half-precision floating-point format for the
weights of the training and the inference networks. With 780 16-bit
weights, each neural network requires 12.2 KiB of memory. Since
we use the same network architecture for the two networks, we
need 24.4 KiB of memory. In total, with an experience buffer of
100 KiB (§6.2), Sibyl requires 124.4 KiB of DRAM overhead, which
is negligible compared to the memory size of modern computing
systems.
Metadata cost. HSSs need to maintain the address mapping infor-
mation for the underlying storage devices [148]. Sibyl requires 40
bits to store state information (i.e., the per-page state features; see
Table 1). This overhead is ∼0.1% of the total storage capacity when
using a 4-KiB data placement granularity (5-byte per 4-KiB data).
We conclude that Sibyl has a very modest cost in terms of storage
capacity overhead in main memory (DRAM).

11 DISCUSSION
Cost of generality. We identify two main limitations of using
RL for data placement. First, currently, RL is largely a black-box
policy. Our explainability analysis (§9) tries to provide intuition into
Sibyl’s internal mechanism. However, providing rigorous explain-
ability to reinforcement learning-based mechanisms is an active
field of research [149–154], a problem that is beyond the scope
of this paper. Perfectly finding worst-case workloads against an
RL policy is, therefore, very difficult, in fact, impossible, given the
state-of-the-art in reinforcement learning. There are many dynamic
decisions that the agent performs, which cannot be easily explained
or modeled in human-understandable terms. Second, Sibyl requires
engineering effort to (1) thoroughly tune the RL hyper-parameters,
and (2) implement and integrate Sibyl components into the host
OS’s storage management layer. This second limitation is not spe-
cific to Sibyl and applies to any ML-based storage management
technique. As quantified in §10, Sibyl’s storage and latency over-
heads are small.
Sibyl’s implications. Sibyl (1) provides performance improve-
ments on a wide variety of workloads and system configurations
(our evaluations in §8 show that Sibyl outperforms all evaluated
state-of-the-art data placement policies under all system configura-
tions), (2) provides extensibility by reducing the designer burden
when extending data placement policies to multiple devices and
different storage configurations, and (3) enables reducing the fast
storage device size by taking better advantage of the fast-yet-small
storage device and large-yet-slow storage device to deliver high
storage capacity at low latency.
Adding more features and optimization objectives. An RL-
based approach simplifies adding new features (such as bandwidth
utilization) in the RL state and optimization objectives (such as
endurance) using the RL reward function. This flexibility allows an
RL-basedmechanism to self-optimize and adapt its decision-making
policy to achieve an objective without the designer explicitly defin-
ing how to achieve it. We demonstrate and evaluate example im-
plementations of Sibyl using a reward scheme that is a function of
request latency and eviction latency. We find that request latency
in the reward structure best encapsulates system conditions since
latency could vary for each storage request based on complex sys-
tem conditions. To optimize for a different device-level objective,
one needs to define a new reward function with appropriate state
features, e.g., to optimize for endurance, one might use the number
of writes to an endurance-critical device in the reward function.
Another interesting research direction would be to perform multi-
objective optimization, e.g., optimizing for both performance and
energy. We leave the study of different objectives and features to
future work.
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Necessity of the reward. RL training is highly dependent upon the
quality of the reward function and state features. Using an incorrect
reward or improper state features could lead to severe performance
degradation. Creating the right reward is a human-driven effort
that could benefit from design insights. We tried two other reward
structures to achieve our objective to improve system performance:
• Hit rate of the fast storage device: Maximizing the hit rate of
the fast storage device is another potentially plausible objective.
However, if we use the hit rate as a reward, Sibyl (1) tries to
aggressively place data in the fast storage device, which leads
to unnecessary evictions, and (2) cannot capture the asymme-
try in the latencies present in modern storage devices (e.g., due
to read/write latencies, latency of garbage collection, queuing
delays, error handling latencies, and write buffer state).
• High negative reward for eviction:We also tried a negative
reward for eviction and a zero reward in other cases. We observe
that such a reward structure provides suboptimal performance
because Sibyl places more pages in the slow device to avoid
evictions. Thus, with such a reward structure, Sibyl is not able to
effectively utilize the fast storage.

We conclude that our chosen reward structure works well for a
wide variety of workloads §8, as reinforced by our generality studies
using unseen workloads in §8.2.
Managing hybridmainmemory using RL. The key idea of Sibyl
can be adapted for managing hybrid main memory architectures.
However, managing data placement at different levels of the mem-
ory hierarchy has its own set of challenges [1, 155–167] that Sibyl
would need to adapt to, such as the low latency decision-making
and control requirements in main memory. Even with the use of hy-
brid main memories, many systems continue to benefit from using
hybrid storage devices due to much lower cost-per-bit of storage,
which accommodates increasingly larger datasets. Therefore, we
focus on hybrid storage systems and leave it to future work to study
RL to manage hybrid main memories.

12 RELATEDWORK
To our knowledge, this is the first work to propose a reinforcement
learning-based data placement technique for hybrid storage sys-
tems. Sibyl can continuously learn from and adapt to the running
application and the storage configuration and device characteristics.
We briefly discuss closely-related prior works that propose data
management techniques for hybrid memory/storage systems and
RL-based system optimizations.
Heuristic-based data placement. Many prior works [1, 14, 18,
20, 25, 49–57, 62, 65, 68, 70, 74, 76, 100, 155–157, 162, 168–176] pro-
pose heuristic-based techniques to perform data placement. These
techniques rely on statically-chosen design features that usually
favor certain workloads and/or device characteristics, leading to rel-
atively rigid policies. In §3 and §8, we show that Sibyl outperforms
two state-of-the-art works, CDE [49] and HPS [113].
ML-based data placement. Several works [58–60, 177, 178] pro-
pose ML-based techniques for data placement in hybrid memory/s-
torage systems. These works 1) are based on supervised learning
techniques that require frequent and very costly retraining to adapt
to changing workload and device characteristics, and 2) have not
been evaluated on a real system. We evaluate RNN-HSS, which is
inspired by the state-of-the-art data placement technique in hybrid

main memory [58]. It uses sophisticated recurrent neural networks
(RNNs) for data placement and shows promising results compared
to heuristic-based techniques. However, it has two major limita-
tions that make it impractical or difficult to implement: it (1) trains
an RNN for each page, which leads to large computation, storage,
and training time overheads, and (2) requires offline application
profiling. Our evaluation (ref. §8.1) shows that Sibyl outperforms
two state-of-the-art ML-based data placement techniques, RNN-
HSS [58] and Archivist [59], across a wide variety of workloads.
RL-based techniques in storage systems. Recent works (e.g.,
[179–183]) propose the use of RL-based approaches for managing
different aspects of storage systems. These works cater to use cases
and objectives that are very different from Sibyl’s. Specifically,
Liu et al. [179] (1) propose data placement in cloud systems and not
hybrid storage systems, (2) consider devices with unlimited capacity,
sidestepping the capacity limitations, (3) emulate a data center
network rather than use a real system for design and evaluation,
and (4) focus only on data-analytics workloads. Yoo et al. [180]
do not focus on data placement; they instead deal with dynamic
storage resizing based on workload characteristics using a trace-
based simulator. Wang et al. [181] (1) focus on cloud systems to
predict the data storage consumption, and (2) do not consider hybrid
storage systems. Sibyl is the first RL-based mechanism for data
placement in hybrid storage systems.
RL-based system optimizations. Past works [88, 89, 184–195]
propose RL-based methods for various system optimizations, such
as memory scheduling [88, 192], data prefetching [89, 190], cache re-
placement [185], and network-on-chip arbitration [184, 186]. Along
with Sibyl, designed for efficient data placement in hybrid storage
systems, this body of work demonstrates that RL is a promising
approach to designing high-performance, and highly-adaptive self-
optimizing computing systems.

13 CONCLUSION
We introduce Sibyl, the first reinforcement learning-based mecha-
nism for data placement in hybrid storage systems. Our extensive
real-system evaluation demonstrates that Sibyl provides adaptivity
and extensibility by continuously learning from and autonomously
adapting to the workload characteristics, storage configuration and
device characteristics, and system-level feedback to maximize the
overall long-term performance of a hybrid storage system.We inter-
pret Sibyl’s policy through our explainability analysis and conclude
that Sibyl provides an effective and robust approach to data place-
ment in current and future hybrid storage systems. We hope that
Sibyl and our open-sourced implementation of it [93] inspire future
work and ideas in self-optimizing storage and memory systems.
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